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1. Introduction
2. When the *Convention on the Rights of the Child* came into force in 2 September 1990, there was no meaningful way to consider the impact of the digital environment on children. The invention of the World Wide Web – the internet as we know it today – effectively began entering the mainstream population from 1990, and it was not until the launch of social media applications from the early-2000s that significant privacy questions began to emerge. As we reach 2020, it has become clear that children’s rights under the CRC are not only applicable to the digital environment, but that the digital environment is having an increasing impact on children’s rights outside the digital space.
3. While there has been an increasing focus to better equip children with the tools and skills to interact with a digital environment safely,[[2]](#footnote-2) there has been almost no discussion about the impact of duty bearers (such as parents, caregivers and others) sharing personal information about children in a digital environment and the impact this may have on children’s rights. Additionally, there has been no meaningful discussion concerning the role of the State and relevant corporations (as non-state actors) in regulating the digital environment in relation to children’s rights.
4. The proposed General Comment presents an opportunity to: (i) clarify the relationship between a parent’s right (as an individual) and their obligations as a parent to ensure the safety and privacy of their children online; and (ii) provide guidance to States on how to approach Convention obligations in a digital environment in relation to the conduct of non-state actors[[3]](#footnote-3). This submission seeks to briefly raise some key issues associated with dissemination of a child’s personal information by third parties and possible opportunities to provide guidance to States on mechanisms to address this with third parties (both individuals and organisations).
5. Dissemination of children’s personal information by non-state actors

***Problematic Behaviours***

1. The dissemination of a child’s personal information online can take a number of forms. These disclosures are traditionally made by parents who share personal information about their children through applications such as Facebook, Instagram, Snapchat and other similar social media platforms. A 2018 study undertaken by the London School of Economics found that three in four parents regularly posted photos and videos of their children on social media and other platforms.[[4]](#footnote-4) These disclosures are generally considered legal domestically[[5]](#footnote-5) and children have no positive rights to prevent such disclosures. Indeed, their status as a minor ensures that their ‘rights’ are entrusted to parents[[6]](#footnote-6) who are presumed to be acting in a child’s best interests; as a consequence they are entrusted with a child’s personal information and control the circumstances in which that information is released.
2. In a pre-digital environment, the dissemination of a child’s personal information was generally limited to individuals directly connected to the child and the State. The evolution of the digital environment, in particular the rise of social media, now allows third parties to disseminate a child’s personal information in an instantaneous and unregulated environment.[[7]](#footnote-7)
3. Currently, problematic behaviours by third parties that interfere with children’s rights can be categorised by two behaviours:
	1. Sharing images (photos, videos and live streams) of children online, particularly via social media platforms.
	2. Sharing identifying details of children online. This includes: the full name of the child and the date and time of birth. When combined with geographical information, this can also include: where a child lives (by suburb, region or country), where they attend school, their friendship networks, and the nature and location of their extra-curricular activities.
4. These problematic disclosures are further exacerbated by a number of factors:
5. Any content[[8]](#footnote-8) that is uploaded to social media platforms give those businesses an immediate, unfettered licence to distribute without being sued. For example, Facebook’s *Terms of Service* states:

*‘To provide our services…we need you to give us some legal permissions to use this content. Specifically, when you share, post or upload content that is covered by intellectual property rights (e.g. photos or videos) on or in connection with our Products,* ***you grant us a non-exclusive, transferable, sub-licensable, royalty-free and worldwide licence to host, use, distribute, modify, run, copy, publicly perform or display, translate and create derivative works of your content*** *(consistent with your privacy and application settings). This means, for example, that if you share a photo on Facebook,* ***you give us permission to store, copy and share it with others*** *(again, consistent with your settings) such as service providers that support our service or other Facebook Products that you use. You can end this licence at any time by deleting your content or account’*(emphasis added).[[9]](#footnote-9)

It should be noted that while the *copyright* of the photo remains with the owner of the content, the global dissemination of content on these platforms makes the control of distribution impossible and arguably negates the ownership of the material to a significant degree. This is best exemplified by terms such as the one below, which assert that terminating a licence does not guarantee that information will no longer be shared:

*‘You should know that, for technical reasons,* ***any content that you delete may persist for a limited period of time in backup copies*** *(though it will not be visible to other users). In addition,* ***content that you delete may continue to appear if you have shared it with others and they have not deleted it’*** (emphasis added).***[[10]](#footnote-10)***

1. Uploading and sharing content online is an instantaneous process with no checks or warnings before it is disseminated. The facility to include such proactive protections is available,[[11]](#footnote-11) however they are not being utilised to prompt users to confirm that the information they share about children is being done safely and legally.
2. Social media companies are proactive in what is known as non-user data collection, which results in companies such as Facebook developing ‘shadow profiles’ of non-users (including children) without the consent of either the child or the parent.[[12]](#footnote-12) It should also be noted that non-users – and parents of non-users - do not have any direct control over shadow profiles. These profiles are created by the information gathered from third party users (including parents) and any personal information can be added to a child’s shadow profile. Additionally, tech companies have arguably been implementing other measures[[13]](#footnote-13) that are designed to exploit users[[14]](#footnote-14) rather than protect them. This can indirectly impact on children where their information is being disseminated by third parties.
3. Parents, caregivers and other individuals have varying levels of digital literacy when navigating the digital environment themselves;[[15]](#footnote-15) this can unintentionally result in the public dissemination of a child’s information. For example, a user’s individual privacy settings is commonly seen as a sufficient precautionary measure in itself to prevent information being shared too widely; unfortunately, many users do not realise how their information is disseminated is also subject to the privacy settings of other users. A user’s information can be shared beyond their privacy settings if shared by their ‘friends’ or ‘connections’ who have less rigorous privacy settings that allow the public to view ‘reposts’ and ‘likes’ of the original content.[[16]](#footnote-16)
4. Tech companies have been the subject of a number of serious data breaches in recent times. The nature of these breaches have raised doubts regarding the conduct of these companies[[17]](#footnote-17) and indicates that all information (including a child’s information) on a global online platform is vulnerable to theft and misuse.
5. The digital environment is still in its infancy and remains largely unregulated.[[18]](#footnote-18) It is, therefore, difficult to successfully anticipate the evolution of this environment and its effect on children’s rights unless nation states take measures to determine the parameters of its use domestically[[19]](#footnote-19) (and as a coalition globally[[20]](#footnote-20)).

***Impact on children’s rights***

1. These problematic behaviours arguably result in a number of current and prospective breaches of a child’s rights, both in the digital environment and beyond. There are three main categories of concern when considering the impact of the problematic behaviours outlined above:
	1. The protection of a child’s privacy, identity and data processing[[21]](#footnote-21)
	2. The intersection between the dissemination of a child’s information and the need to protect children from violence, sexual exploitation and other harm[[22]](#footnote-22)
	3. The impact of as yet unknown practices that may result in a breach of children’s rights.
2. The rights[[23]](#footnote-23) - and potential breaches - that can arise in relation to the first two categories has been considered in some detail therefore they will not be raised in this paper; however, the third category remains largely unexplored. One approach that may assist in anticipating potential breaches to children’s rights is an analysis of two key factors: (i) *who* might view, search or use a child’s personal information; and (ii) the *purpose(s)* for seeking out and utilising information sourced from the digital environment.
3. It has become increasingly common practice for prospective employers to conduct ‘social media screenings’ during the recruitment process. These processes can also be applied to children in a range of circumstances. Examples might include:
	1. Private education institutions may choose ‘screen’ parents’ profiles to determine the suitability of prospective students. This may impact on rights relating to non-discrimination,[[24]](#footnote-24) and access to education.[[25]](#footnote-25)
	2. Children aged 13-17 years are the first generation of children to have their personal information shared online from birth.[[26]](#footnote-26) Both public and private sector agencies are in a unique position to have access to lifelong digital records of a child’s personal information. This information has the potential be used to determine access to (including the restriction of) services such as social security,[[27]](#footnote-27) access to justice,[[28]](#footnote-28) and the provision of healthcare (including access to affordable insurance). It should be noted that any impact would extend beyond childhood which may lead to lifelong inequalities.
4. Additionally, it should be noted that are a number of barriers which impede the ability to identify and address these issues and the way in which they impact on children’s rights. These include:
	1. A lack of data regarding the dissemination of children’s information online[[29]](#footnote-29)
	2. Cultural responses to parenting[[30]](#footnote-30) and a lack of established methodologies to address these issues
	3. The application of welfare-driven approaches to child rights issues more broadly[[31]](#footnote-31)
	4. A lack of domestically entrenched legal protections for children[[32]](#footnote-32)
	5. Inadequate regulation of the digital environment.
5. Conclusion
6. All nation states that are a party to the International Bill of Rights generally, and the *Convention on the Rights of the Child* specifically, have an obligation to respect, protect and fulfil children’s rights. In this context, the challenges associated with balancing the rights of children and those of duty bearers (and other non-state actors) in the digital environment require an approach that is centred on meeting the principle of proportionality applied in international jurisprudence.[[33]](#footnote-33)
7. When considering the options available to nation states to influence the behaviour of their citizens to effect positive behavioural change, there are five policy levers[[34]](#footnote-34) that can be utilised by governments to implement initiatives and reforms to address issues associated with the dissemination of a child’s information by third parties:
8. Organisation: this lever refers to macro-level changes in location, magnitude, co-ordination and diversity of human and physical capital[[35]](#footnote-35)
9. Regulation: this lever operates by using ‘government power to enforce changes in behaviour’[[36]](#footnote-36) – both social and economic - through the enactment of legislation, regulations, guidelines and standards
10. Education: this lever focuses on the strategic dissemination of information to influence changes in the behaviour of individuals and organisations[[37]](#footnote-37)
11. Finance: the levers utilises mechanisms such as revenue generation and the allocation/distribution of funds[[38]](#footnote-38)
12. Incentives: Developing a system of incentives that are designed to encourage state and non-state actors to achieve desired outcomes.[[39]](#footnote-39)
13. There are a number of opportunities available to nation states to respect, protect and fulfil the rights of children by using the above levers, in collaboration with non-state actors, to guide reforms in this space. A preliminary list of possible opportunities is outlined in the table below:

|  |  |
| --- | --- |
| Opportunities | Policy Mechanism(s) |
| Increasing duty bearers’ awareness to the risks of third parties[[40]](#footnote-40) disseminating a child’s information online (e.g. an education program for expectant and new parents) [[41]](#footnote-41) | EducationFinanceIncentives |
| Increasing children’s awareness to the risks of third parties disseminating their information online[[42]](#footnote-42)  | EducationFinanceIncentives |
| Invest in high quality research to produce data and identify best practice approaches as a foundation for policy development and reform | EducationFinanceIncentives |
| Introduction of legislation to regulate the digital environment in relation to the dissemination of a child’s information[[43]](#footnote-43)  | Regulation |
| Collaboration and co-design with tech companies to develop a child-safe digital environment[[44]](#footnote-44) | RegulationEducationIncentives |

1. The proposed General Comment offers an opportunity to provide guidance to nation states regarding how they can promote effective, co-ordinated, evidence-based approaches to address the dissemination of a child’s information by a third party online. The measures, as outlined above, not only provide policy and law makers with various methods to address this issue, but also have the potential to be developed in concert with broader, complementary measures that impact the digital environment more broadly. This will ensure that actions taken in relation to the digital environment are coordinated, comprehensive and cost effective.
2. Nation states should be encouraged to develop measures that clarify duty bearers’ responsibility to children in the digital environment. Measures should also be applied to tech companies, in recognition of their status as powerful non-state actors who enjoy operating in a largely unregulated digital environment. Furthermore, any such measures should focus on giving full effect to children’s rights as outlined in the *Convention on the Rights of the Child* and develop policy initiatives using an ‘interests’ model of child rights, as opposed to the welfare model which is too often adopted.
3. The decision to enter the digital environment, while opening the door to many opportunities, also invites a number of significant risks, both online and offline. Nation states, in their role as a duty bearer, have an obligation to respect a child’s right to choose when they enter the digital environment and protect those children from the adverse effects of that environment as a result of third party actions.
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