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Thank you.

As noted in the Committee’s report, the creation and growing influence of new digital technologies, including crowd sourcing and social media, has had many beneficial impacts for human rights.  However, these technologies also have several detrimental aspects that much be addressed not only by the technology companies themselves, but also by policy makers.

These issues include the spread of hate speech and violent incitement, the targeting of civil liberties and civilians in conflict, and the increasing ability to manipulate information.

Social media platforms like Twitter and Facebook apply inconsistent policies allowing bad actors to target minorities, and spread hate speech and violent incitement. Astroturfing, anonymity, and bots amplify these harmful messages. Some of the worst offenders are state actors such Iranian leader Ayatollah Khomeni, who with impunity promotes antisemitism and holocaust denial, and threatens genocide against Israel and the Jewish people.

Digital technologies have allowed authoritarian governments like China and Russia to target its citizens and limit their human rights.  These technologies have led to crackdowns on protests in Moscow, Hong Kong, and Belarus. And the Chinese social credit system imposes a draconian surveillance program and censorship policy on free thought.

In armed conflict, while these technologies can be used to provide early warning mechanisms such as the thousands of SMS messages sent by the IDF in Gaza to urge civilians to leave areas of impending attacks or by the DRC to inform the hearing impaired in national emergencies. Yet, they have also been used to threaten and target the civilian population. For instance, Hamas has repeatedly used social media to monitor targeting locations and to threaten and terrorize Israeli civilians. Iran has hacked into social media and other websites as part of its information warfare campaigns.

Instruments like the UNGPs on business and human rights are helpful but not detailed enough to enable technology companies to counter these proliferating threats. Specifically, on the issue of holocaust denial and antisemitism, we urge companies, UN agencies, and governments to adopt the IHRA definitions on antisemitism and holocaust denial and distortion to use as a point of reference when developing terms of service. 

Digital technologies allow users to create and compile compelling visual content. However, this content is easily manipulated and difficult to verify. This is particularly important in situations of armed conflict where such content is often proffered as evidence to UN Commissions of Inquiry and war crimes prosecutions. We urge policy makers, UN institutions, and judicial bodies to work with forensic experts to improve the capabilities of verification and to develop standards for admissibility. 

It is imperative that policy makers work with companies to develop policies and strategies to mitigate the negative effects of these technologies while at the same time preserving free enterprise, free speech, and open access. We hope the Advisory Committee and the Council take these issues and recommendations into account for its on-going work.

Thank you.
