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1 February 2017

Call for inputs from industry and the tech community, as well as other relevant stakeholders, to a report on “ways to bridge the gender digital divide from a human rights perspective”

Deadline 15 February 2017
Background
On 1 July 2016, the Human Rights Council adopted Resolution 32/13 on “The promotion, protection and enjoyment of human rights on the Internet”. 

Paragraph 13 of the resolution requests “the United Nations High Commissioner for Human Rights to prepare a report on ways to bridge the gender digital divide from a human rights perspective, in consultation with States, the special procedures of the Human Rights Council, international organizations, national human rights institutions, civil society, industry, technical community and academia and other stakeholders, and to submit it to the Council at its thirty-fifth session” in June 2017. 

For the preparation of this report, the Office of the High Commissioner for Human Rights (OHCHR) invites inputs from industry and the technical community, as well as from any other organizations engaged in activities related to the gender digital divide. For this purpose we have prepared a questionnaire (please see attached) and would appreciate your responses. Please feel free to address any other issues that may be considered useful for this report. We would also welcome receiving copies of recent reports or publications by your organization on this subject. 
Submissions and responses to the questionnaire should be a maximum of 5 pages in length, and will be made available for consultation on the OHCHR website. 

Please send submissions and responses by 15 February 2017 to registry@ohchr.org with the subject title: "Input to Report on ways to bridge the gender digital divide from a human rights perspective.”

For further information, please see http://www.ohchr.org/EN/Issues/Women/WRGS/Pages/WaystoBridgetheGenderDigital.aspx
Questionnaire

For the preparation of this report, OHCHR would appreciate receiving information in response to the following questions:

The meaning of the digital divide/extent of the problem

1. Please identify the main obstacles and barriers faced by women and girls to access digital technologies and participate in digital life. Please elaborate on the nature of these obstacles and how they manifest themselves in practice (e.g. political, economic, social and legal factors, cultural and religious norms, education and literacy gaps, online violence, bullying and harassment, infrastructural constraints, security, affordability, lack of relevant content). 
The main obstacle being faced by women and girls in the field of emerging technologies such as AI, Big Data, VR/AR and Machine Learning, is the lack of easily accessible support system and role models. In top machine learning and AI conferences, there is noticeable gender gap. Since the gap has been pre-existing, the biggest predicament for women is in trying to play catch-up with their male counterparts who have been ahead of the game. In the open source movement surrounding the modern machine learning/ deep learning communities, there are not many women contributors. In this context, the nature of the barrier is primarily social; with lack of women in these fields, accessing the technologies and participating more freely in digital life become challenging, demotivating and uninspiring. More support and initiative from the male counterparts in academia and industry, can serve as a support system. 

In other developing countries such as India, in addition to the social barrier, the nature of the obstacle is also economic, infrastructural, affordability and cultural and religious norms. Being a follower market, such advanced AI and digital technology has not become as mainstream as in the West. Many schools, colleges and universities still do not have proper computer labs, technological and infrastructural resources. Despite the shift in recent years, there are still major cultural norms such as women cannot work outside their stereotypical role as that of a homemaker.
2. Does your company/organization consider the impact of its digital products, services, strategies and policies on women and girls? 
The University of Cambridge’s Department of Engineering, promotes competitions and events for women role models in various fields of engineering. In general, information about various fellowships, competitions and awards within engineering community are regularly updated to the engineering department members. However, specific events and competitions on assessing, evaluating or analysing the impact of emerging digital products and technologies such as VR and AI on women in particular, have not occurred as far as my knowledge. 
3. Please indicate if your company/organization collects sex and gender disaggregated data regarding access, use and impact of digital technologies. Is this data openly published and accessible (in accordance with responsible data practices)? If possible, please provide such statistics. 
University of Cambridge has a very well structured equality and diversity program. During admissions to degree programs and university wide staff employment, such metric may be collected. However, I am not aware if such data is openly accessible with careful data protection practices.
4. Please indicate if your company/organization has set measurable targets for gender equality in access and use of digital technologies and describe those targets and their effect. 
I am not aware if the University of Cambridge has specific agenda on gender equality with regards to access to digital technologies. Although, within the department of engineering, there are multiple student run, academic run competitions, hackathons making use of modern digital products such as VR, AR, drones and others. I am not aware if any of them are targeted to women in particular. There is a student run not for profit organization within the department of engineering, called Robogals of which I am a member of, that promotes STEM amongst young girls. The events and workshops organized by Robogals include activities with robotics. Recently,  Amazon Cambridge donated and organized a skill-a-thon for young girls and boys for coding with Amazon Alexa which was a huge success. Although, the participation percentage from girls was only 30% at the event, the figure may improve over other events that Amazon Cambridge wishes to organize with Robogals in future.
5. How does your company/organization address the needs of diverse members of the female population in terms of accessing and participating in digital technologies, including women and girls belonging to ethnic or linguistic minorities, those living in extreme poverty or of low caste, those living in rural or marginalized urban areas, women and girls with disabilities, lesbian, transgender and intersex persons, elderly women etc.? What can companies/organizations do to ensure access to alternative communications mechanisms for those unable or unwilling to participate in digital technologies? 
I am unaware how the university or the department of engineering currently addresses such specific needs with respect to access and participation in digital technologies. 

Human Rights implications of the gender digital divide for women and girls

6. What is your company/organization doing to ensure that its interventions to bridge the gender digital divide, are based upon, and fully consistent with international human rights, including gender equality? Does it conduct impact assessments and/or consult with civil society, affected communities, and human rights experts? (You may wish to consider some key principles required to adopt a human rights-based approach viz.: accountability, equality and non-discrimination, participation, transparency, empowerment, sustainability, etc.).
 
Not known
7. How does your company/organization encourage the development and use of digital technologies as a resource for the empowerment of women and girls? How does it support the creation of online content, applications and services that reflect women’s needs and/or promote their rights? Does it support women’s rights organizations, women human rights defenders and women environmental activists to use these technologies (for example to access critical information, build knowledge, express thoughts and beliefs, form networks and communities and mobilise for change)? Please provide any relevant examples. 
Not known.
8. Does your company/organization take into account the gender and ICT targets contained in the UN Sustainable Development Goals?
 Please elaborate.
Not known
9. Are you aware of any laws, policies or practices to address technology-related or technology-mediated violence against women and girls (e.g. cyber bullying, hate speech, stalking, sexual harassment, trafficking, manipulation of personal information and images)? Has your company/organization taken any specific actions to protect against, and respond to violence experienced by women and girls via technology platforms (e.g. policies, monitoring of content, providing mechanisms for reporting and redress)? 
Not known.
10. Does your company/organization facilitate access to remedy in accordance with human rights principles and standards, where human rights harms may be caused or contributed to by connectivity initiatives (e.g. where an individual is threatened by internet-based content, or by illegitimate surveillance, limitations on freedoms of expressions, and other rights)?
 
Not known.
11. Has your company/organization considered how Big Data, the Internet of Things, Artificial Intelligence and Ambient Intelligence may impact on the gender digital divide from a human rights perspective? Do you see a risk that women and girls may be discriminated against, or excluded by these technologies? Or are they likely to create new opportunities to promote gender equality and empowerment? How can companies/organizations influence design and standards to ensure these technologies are inclusive?
Not known.
There have been examples of AI and machine learning systems - Microsoft Twitter bot that turned racist within hours of deployment or Google photos that wrongly identified black people as gorillas. Such examples show the potential of the AI algorithms that may have the inherent bias present in the data that was used for training the system. Therefore, there could be biases against women and minority groups in the development and evaluation of these systems. If the discrimination bias is present in the data that these algorithms are trained on and the evaluation and interpretation of their performance, then there is a risk of bias and unintended discrimination against women. However, it is unlikely that these systems will exclude the women from accessing, training, evaluating and modifying the underlying code of these systems. If the companies and organizations that are leading the modern AI movement in the process of democratizing AI, cater to creating newer opportunities for women in this field, that will help immensely in promoting gender equality and empowerment. Deep learning is a new field within machine learning, that is primarily engineering based. Given that there are only 9% women in engineering (in the UK) as of last year, this emerging field already has a wide diversity gap. Encouragement for women should come from within the AI community, especially the male researchers in the academia and industry. 
Possible solutions for bridging the gender digital divide from a human rights perspective
12. Is your company/organization taking measures to expand equal access and enhance the participation of women and girls in digital technologies as users, content creators, employees, entrepreneurs, innovators and leaders? Please elaborate on any initiatives, programs or other interventions you may be leading or supporting (including to address underlying causes of the gender digital divide). 
The department of Engineering within the University of Cambridge, ran an Inspirational Women Engineers competition last year that highlighted women engineer leadership[ profiles to encourage more women in engineering. Furthermore, the university and department promotes the student run not for profit group called Robogals, that promotes STEM through events and workshops among young girls. I am a member of Robogals, and currently working on creating a Robogals chapter in India with support from Amazon, Cambridge to allow young girls to access AI technologies and resources such as programming the Amazon Alexa. Recently, with support from Amazon  Cambridge, we organized such an event in Cambridge for young 14-16 year olds at the Amazon campus where 21 students participated and roughly 30% were girls.
13. Does your company/organization engage in public advocacy or participate in the Internet Governance Forum to promote gender-responsive policies on digital technologies? Do you support processes and mechanisms that enable the full, active and equal participation of women and girls in decision-making about how the Internet is shaped and governed?
The Leverhulme Centre for the Future of Intelligence (CFI) based in Cambridge with the university fellows and professors in the team of project leaders has a mission statement “to build new interdisciplinary community of researchers, with strong links to technologists and the policy world, and a clear practical goal: to work together to ensure that we humans make the best of the opportunities of artificial intelligence as it develops over coming decades” in assessing the impact of AI. The Future of Life Institute is Cambridge, Massachusetts  with a mission focusing on keeping artificial intelligence beneficial by assessing the risks and threats posed by the emerging applications driven by the underlying algorithms. The Beneficial AI conference organized by the institute earlier this year, gathered the experts in the field of AI to come up with the ASIMOLAR principles will offer amazing opportunities to help and empower people in the decades and centuries ahead. The Future of Life and its partner institute Future of Humanity based in Oxford and its researchers regularly collaborate with governments from around the world and key industry groups working on artificial intelligence. 
14. How can the industry and tech community be productively engaged in bridging the gender digital divide and improving the lived experience of women and girls online? What should be the responsibilities of different stakeholders to make digital inclusion a reality and ensure meaningful digital opportunities for all?
Easy access to technology should be promoted by government organizations,  private technology companies and corporate giants that have access to funds, data and resources. Award programmes, fellowships and grants for research proposals using VR, AR technology  and AI, from minority communities should be openly encouraged.  Apprenticeships, internships and research assistantships in these advanced fields of technology, should be encouraged by the department/university and or research institutes and funding bodies for allowing established academics in this field to recruit potential candidates from the minority group. For example, Mozilla has special research grants for students and early career researchers on research proposals surrounding VR, AI and open web. However, they may not be specific to minority groups. Google’s Augmented Reality (AR) project Tango, solicits contributions from the developer community, but it is unknown how the contributions are encouraged from the minority community. WebVR and Mozilla VR are browser based VR development frameworks that provides easy access to VR content and development for even the low cost VR headsets. One of the Mozilla mission statements is they want to empower people to help shape the Web as they move more of their lives online. Mozilla is a non-profit organization working to build a Web that is open, accessible, safe and provides multiple grants to promote research projects addressing their mission. However, many other corporate initiatives are driven by profit/revenue making agenda, where making it specific to the minority community,  may restrict the associated profit earnings. Although, Google organizes Women in Engineering events, that are solely for encouraging women in engineering, it is unknown if the modern technologies such as VR, AR and AI are promoted at such events. Microsoft Research Cambridge organized open events where they promoted their AI based project on Minecraft and their Augmented Reality (AR) headset, Hololens. The event was open to all interested candidates in Cambridge and not specifically targeted to the minority group. The deep learning  (AI) open source community has multiple deep learning libraries such as Tensorflow  by Google, Torch by Facebook among others. From my own observations, the code contributions to these libraries are heavily skewed in favour of men. Encouraging women to submit code could facilitate many women into this male dominated field of AI, especially Machine Learning. Another prominent not for profit organization for Artificial Intelligence called Open AI, recently created an AI sandbox system called Universe that allows anyone to create artificially intelligent agents to solve the ultimate goal of general artificial intelligence.  Having similar programmes that target the minority groups would greatly improve the situation. During one of the annual major conferences in machine learning called Neural Information Processing Systems (NIPS), Google sponsors the one day workshop for women called Women in Machine Learning (WIML) to promote machine learning among women. Besides, Google, DeepMind, Apple, Facebook, Amazon, Microsoft, IBM, and OpenAI had formed Partnership on AI to benefit people and society last year to promote and democratize AI as a joint force. Some of their goals and tenets include Support for Best Practices including ethics, fairness and inclusivity and third party objective evaluation of such practices. Other goals include engagement of experts, engagement of stakeholders such as users and developers, as well as representatives of industry sectors that may be impacted by AI. One of their main tenets is ensuring AI can benefit and empower as many people as possible.
At an individual level, the overarching responsibility lies with the male and female peers of the community to include more women and girls in the field of AI (machine learning and deep learning) and other emerging technology fields by providing support, solidarity, resources and encouragement. 
� Other human rights considerations that could/should be taken into consideration include freedoms of expression, association, religion or belief, freedom from violence, right to education, life, health, identity, an adequate standard of living, to participate in government and in cultural life, promotion of gender equality and rights of non-discrimination, rights of indigenous peoples, minority rights, rights of migrant workers, right to enjoy the benefits of scientific advancement, etc.


� For example, Goal 5.b Enhance the use of enabling technology, in particular information and communications technology, to promote the empowerment of women; Goal 9.c Significantly increase access to information and communications technology and strive to provide universal and affordable access to the Internet in least developed countries by 2020.


� See UN Guiding Principles on Business and Human Rights, Principles 29 - 31. 






