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Partners for Transparency’ report 
Submitted to the Special Rapporteur on the sale and sexual exploitation of children
“Existing and Emerging Sexually Exploitative Practices against Children in the Digital Environment”

Despite the many advantages of using technology, especially in educating children and enhancing their skills, it is not hidden that there are negative aspects to increasing reliance on this technology in the digital environment, especially against children, particularly when they are targeted for sexual exploitation. Incidents of child sexual exploitation and abuse online have increased worldwide in recent years. Studies indicate that up to 20% of children in some countries have been subjected to exploitation and sexual abuse online. Internal documents from Meta revealed that around 100,000 children worldwide who are users of Facebook and Instagram are exposed to online sexual harassment every day. The assault and sexual exploitation of children represent a violation of human rights with serious implications for health and development worldwide. Therefore, the United Nations General Assembly adopted Resolution 77/8 in November 2022, declaring November 18 of each year as an international day to prevent the sexual exploitation of children. It has become necessary to intensify international cooperation and create the necessary conditions for a safer digital environment for children and adolescents, enhancing their protection against any existing or potential risks related to online exploitation. This report focuses on the effects of the widespread use of technology in recent times, as well as the loopholes that hinder the effective implementation of laws and policies aimed at combating the sexual exploitation of children. It also addresses the challenges faced by law enforcement agencies in investigating these crimes, in addition to the technical and organizational measures that countries and technology companies can take to mitigate the human rights risks associated with online exploitation and sexual abuse of children.
First: The use of technology to facilitate the sexual exploitation and abuse of children:
Sexual assault crimes against children have increased in recent years, influenced by the advancements in online communication technologies and the growing use artificial intelligence (AI). Additionally, more than 60% of children are users of the Internet and social networking sites, and therefore they are more vulnerable to sexual exploitation, especially with their weak mental capabilities and the ease of trapping them by the perpetrators, along with the lack of control over these children’s use of the Internet and the sites used in these practices.
According to estimates reviewed by Partners, children often find themselves as creators of explicit content, with studies showing that one in five teenage girls and one in ten boys have created and shared nude content online. Furthermore, children are sometimes coerced into sharing such content by others to obtain more explicit material, engage in relationships, receive money, or face other forms of exploitation[footnoteRef:1]. [1:  Child Sexual Exploitation in the Digital Age, school counselor, https://2h.ae/fAuD] 

Online blackmailers usually pretend to be girls and target children under the age of 18 through social media, where they suggest exchanging explicit sexual images. Once the victim complies, the extortionist threatens to send that content to the child's friends and family if they refuse to pay a sum of money or engage in a virtual or real sexual relationship. These incidents have led to the suicide of children in some cases. Cases of criminals using artificial intelligence to create materials for sexually assaulting children have also increased to blackmail and facilitate their exploitation[footnoteRef:2].  [2:  Analysis of the sexual threats children face online, weprotect, https://2h.ae/dPxT] 

Reports reviewed by Partners indicated that reported cases of sexual assault against children in 2023 had increased by 87% compared to 2019, and reached about 32 million cases globally. Sexual photos taken by children of themselves also increased by 360% within the age group of 7 to 10 years between 2020 and 2022. The reports also highlight how multiplayer games blur boundaries between adults and children, with potentially harmful conversations initiated by predators within a mere 19 seconds, contrasting with the average grooming time of 45 minutes. Studies also indicate that incidents of sexual blackmail for financial purposes have increased to more than 10,000 cases in 2022, compared to only 139 cases in 2021.
While reports have documented an increase in cases of the use of artificial intelligence in creating materials for sexual assault on children and exploiting them since the beginning of 2023, where 1% of the files of sexual assault materials shared among offenders are artificially intelligence-generated images that closely resemble reality, leading to an exacerbation of threats and risks facing children online[footnoteRef:3]. The actual volume of online child exploitation and sexual assault incidents is greater than reported, as many victims prefer not to report such incidents for fear of social stigma or retaliation from offenders. In the United Kingdom, for example, the police were informed in 2022 of about 107,000 crimes related to sexual exploitation, an increase of 7% from the crimes reported in 2021, with 75% of these crimes involving sexual exploitation practices against children[footnoteRef:4]. [3:  Global Threat Assessment 2023, weprotect, https://2h.ae/RIUC]  [4:  Child Sexual Abuse and Exploitation Analysis Launched, https://news.npcc.police.uk/releases/vkpp-launch-national-analysis-of-police-recorded-child-sexual-abuse-and-exploitation-csae-crimes-report-2022] 


Second: Gaps that limit the effective implementation and application of current laws, policies and guidelines to prevent sexual exploitation and abuse of children:
Despite the international efforts made in recent years to control the digital space and secure users, especially children, against any attempts at exploitation, sexual abuse, or any other attacks, the internet's global reach and the complexity of controlling social media platforms have made it difficult to ensure a completely safe digital environment, on the contrary, the rates of these crimes are rising in an unprecedented manner.
While digital platform companies claim to offer the necessary technical support to detect harmful and illegal content, they inadvertently contribute at times to its dissemination. Even with collaborations between Meta and non-profit organizations to combat and report child pornography, Meta has acknowledged misuse of Messenger and Facebook for the illicit exchange of child sexual content. Offenders exploit end-to-end encryption that limits message access to sender and recipient only, shielding their illegal activities. Studies also indicate that Meta has reported more than 20 million incidents of criminals sharing images of child sexual abuse via Facebook and Messenger in 2022[footnoteRef:5]. [5:  An International Perspective: Addressing Challenges to Protect Children’s Rights from Online Sexual Exploitation in the Digital Era, CLIA, https://n9.cl/11mwh] 

Reports in June 2023 revealed that Instagram application is directing users to child sexual content, despite Meta, the company that owns Instagram, claiming otherwise. Sexual accounts with child-related content appear through hashtags, and once entering this content, the application automatically suggests similar accounts to follow, making it easier to access child-related content, including hundreds of accounts selling homemade child sexual materials and enabling children to engage in paid relationships with others[footnoteRef:6]. Meta had announced addressing the issue of illegal accounts on the Instagram platform, but after six months from the announcement, specifically in December 2023, other investigations confirmed that Meta's measures were less than expected. The recommendation system of Meta continued to promote child-related pornographic content, even though the company removed tags related to pedophilia, its systems do not tackle all content related to these practices[footnoteRef:7]. Furthermore, on 16 October 2023, Australia's Internet regulator fined the X platform (formerly Twitter) for neglecting child abuse content and issued a formal warning to Google for failing to manage harmful content detrimental to children[footnoteRef:8]. [6:  Wall Street Journal claims Instagram is connecting a network of paedophile accounts, CNBC, https://n9.cl/kl7lu]  [7:  An International Perspective: Addressing Challenges to Protect Children’s Rights from Online Sexual Exploitation in the Digital Era, CLIA, https://n9.cl/11mwh]  [8:  Warning about the increase in child sexual exploitation materials on the Internet, Deutsche Welle, https://n9.cl/r76zit] 

Third: The challenges that hinder law enforcement forces to investigate, detect, remove and prosecute online child sexual abuse material:
Partners notes that materials related to child sexual abuse are often published and attempts to lure them – mostly online, which has a transnational nature, necessitating intensive international cooperation and effective formulation of international policies capable of addressing the challenges posed by technology to protect children's rights at present, as well as overcoming obstacles that hinder the activation of the necessary legal protection for victims and its implementation at the domestic level of countries. It is estimated that police units in many countries of the world lack specialized and qualified personnel to effectively investigate this type of case, especially those that contain digital aspects, which makes it difficult for them to obtain evidence to prove the crime, even in countries with specialized police units for child protection[footnoteRef:9]. [9:  Interpol and UNICEF sign a cooperation agreement to combat child exploitation and sexual abuse, Interpol.] 

This comes alongside the weakness of security and safety measures in social media platforms; such as age verification tools, content supervision algorithms, reporting inappropriate behaviors, and concealing the criminals' identities by using fake or unidentified accounts, making it difficult for law enforcement agencies to track and apprehend them. The lack of awareness and children's trust in governmental institutions leads to a decrease in reporting such assaults, and feelings of fear and remorse prevent victims from reporting to law enforcement forces or seeking help in the first place to avoid stigma or shame, especially in regions like the Middle East and Africa where cultural norms play a significant role. Furthermore, the limited cooperation between digital platform owners and law enforcement globally has facilitated the widespread dissemination of sexual assault content, and given the massive volume of this type of content, eradicating it entirely is difficult, if not impossible.
Fourth: What are the technical and organizational measures that countries, technology industry companies, and online service providers can take (legislative, regulatory, administrative, institutional, and others) to mitigate the risks to human rights associated with exploitation and sexual abuse of children online?
Partners for Transparency proposes a set of measures that can be taken by countries and technology industry companies to reduce various forms of online child sexual exploitation, the most important of which are as follows: -
1. Establishing legislation and laws directly and exclusively related to dealing with various forms of child sexual exploitation on the internet, so that any case of child sexual exploitation on the internet is dealt with only according to these laws. This aims to avoid conflicting laws that may hinder the enforcement of penalties for child sexual exploitation on the internet. In this context, Partners sees a critical need to review the laws of countries during their reports to various international human rights mechanisms to ensure their compliance with international legal frameworks for protecting children from online sexual exploitation.
2. Developing a mechanism within technology companies to monitor and track sexual content, particularly concerning children. This mechanism should balance respecting individuals' privacy and safeguarding their regular or natural data, while also being able to filter and remove or report sexual content involving children to the relevant authorities.
3. Promoting educational institutions worldwide to educate children on how to deal with potential online sexual exploitation, empowering them to avoid becoming victims. This could be achieved by integrating these topics into children's core curriculum from the outset of their education.
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