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Introduction 
Privacy International welcomes the opportunity to provide input to the report of the UN Special Rapporteur on the sale and sexual exploitation of children’s Report on existing and emerging sexually exploitative practices against children in the digital environment to be presented to the 79th session of the UN General Assembly in October 2024.[footnoteRef:1] [1:  Call for input: https://www.ohchr.org/en/calls-for-input/2024/call-input-existing-and-emerging-sexually-exploitative-practices-against ] 

Privacy International (PI) is a non-governmental organisation that researches and advocates globally against government and corporate abuses of data and technology.[footnoteRef:2]  It exposes harm and abuses, mobilises allies globally, campaigns with the public for solutions, and pressures companies and governments to change. PI challenges overreaching state and corporate surveillance so that people everywhere can have greater security and freedom through greater personal privacy. Within its range of activities, PI investigates how peoples’ personal data is generated and exploited, and how it can be protected through legal and technological frameworks. PI has advised and reported to international organisations like the Council of Europe, the European Parliament, the Organisation for Economic Cooperation and Development, the UN Office of the High Commissioner for Human Rights, and the UN Refugee Agency. [2:  Privacy International, https://privacyinternational.org/ 
] 

The Special Rapporteur is seeking here to explore how states and other child protection stakeholders can respond to sexually exploitative practices and abuse against children in the digital environment. The call for submissions asks about technical and regulatory measures that can be put in place to mitigate human rights risks associated with online child sexual exploitation and abuse. It also asks about the challenges of applying advanced technology to end-to-end encryption to block the sharing and removal of CSAM. 
Privacy International wishes to use this submission to draw the Special Rapporteur’s attention to the impact and implications of undermining end-to-end encryption (E2EE). Certain technical or regulatory measures to do this can have the effect of undermining and violating everyone’s human rights, including the right to privacy. 
End-to-end encryption and human rights
In 2022, Privacy International published a Report entitled ‘Securing Privacy’ on end-to-end encryption (E2EE).[footnoteRef:3] The Report explains what E2EE is, how it works, and what implications it has for human rights. It also analyses different methods that undermine, break, or provide a ‘backdoor’ into E2EE communication.   [3:  Privacy International, ‘Securing Privacy: PI on End-to-End Encryption’ (15 September 2022), available at https://privacyinternational.org/report/4949/securing-privacy-end-end-encryption ] 

Encryption is a way of securing digital communications using mathematical algorithms that protect the content of a communication while in transmission or storage. It has become essential to our modern digital communications, from personal emails to bank transactions. E2EE is a form of encryption that is even more private. It ensures that only the "ends" of the communication, usually the person who sent the message and the intended recipient(s), can decrypt and read the message. 
A common modern method of encryption relies on the generation of mathematically related numbers, unique for each recipient. Those two numbers, called ‘keys’, are used to cipher and decipher a message. For each communication, one of the two keys, the ‘public’ one is distributed to anyone who can send a message to the recipient, while the corresponding ‘private’ key is exclusively used by the recipient. The ‘private’ key must be kept secure, and not shared with anyone. Advanced applications used for communications in modern devices, such as mobile phones, generate this pair of keys for their user. By relying on this “public-key cryptography” technique, anyone can send an encrypted message that only the recipient can unscramble. 
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One of the most robust methods of encryption is E2EE. With E2EE, a user encrypts the contents of a message on their own device and the messaging service or application sends an encrypted version of that message to a final recipient who then decrypts the message on their own device. As the encryption and decryption of messages sent and received occurs on users’ devices, E2EE provides only the intended recipients – not even the communications service provider – with access to the content of the message, making it secure. 
E2EE contributes significantly to security and privacy. E2EE attempts to recreate, in the digital world, the guarantees of privacy that have traditionally applied in private face-to-face conversations.
E2EE gives us access to safe and private spaces for personal development where we can communicate without interference. It protects us from criminals. It protects us from unnecessary and disproportionate surveillance. This secure space is also essential for those who seek to challenge powerful interests, including journalists, protestors, political opposition and human rights defenders. E2EE thereby facilitates the exercise of human rights beyond privacy, including freedom of expression and opinion. Such a space is necessary for all of us.
Some governments see the expansion of E2EE as a threat to their ability to access our communications. For that reason, governments have put forth a variety of proposals for how to access E2EE communications while, purportedly, retaining their security. 
However, to date, no proposal has successfully preserved E2EE while also providing government authorities the access they seek. The prevention of serious crimes such as terrorism and child exploitation may constitute important and compelling reasons to access communications. But technologists seem to be in almost universal agreement that there is no way to allow only law enforcement and other legitimate government access to E2EE communications of individuals suspected of serious crimes. 
Any weakening of the security of E2EE communications creates a vulnerability that could be accessed by a sufficiently sophisticated actor, including criminals and states with illegitimate aims. Making matters worse, most proposals to provide access to E2EE communications would “break” the security for all users of the service, not just those who are the targets of a specific investigation, which would render such proposals disproportionate as a solution for combatting crime. 
Breaking E2EE puts our privacy, security and freedom at risk. Governments may occasionally have legitimate reasons to seek access to E2EE communications, including for targeted law enforcement investigations. Other less intrusive investigative techniques, such as targeted surveillance of communications subject to robust safeguards, remain open to governments for this.
A central issue is that breaking encryption for one government breaks it for everyone. Once a private key has been compromised, or a weakness discovered by ‘solving’ the maths in the algorithm, this can be discovered by others and exploited, and therefore introduces a security vulnerability in an entire system that could have wider and unforeseeable consequences beyond those initially intended, including use by criminals and other adversaries. 
UN bodies and recognition of importance of encryption to protect human rights
The UN General Assembly has repeatedly emphasised that “in the digital age, technical solutions to secure and to protect the confidentiality of digital communications and transactions, including measures for strong encryption, pseudonymization and anonymity, are important to ensure the enjoyment of human rights, in particular the rights to privacy, to freedom of opinion and expression and to freedom of peaceful assembly and association”.[footnoteRef:4] It has further urged “Member States to refrain from interference with the use of technologies such as encryption and anonymity tools, and from employing unlawful or arbitrary surveillance techniques, including through hacking”.[footnoteRef:5] [4:  Resolution adopted by the UN General Assembly Resolution on the Right to Privacy in the Digital Age (15 December 2022), A/RES/77/211, available at https://digitallibrary.un.org/record/3999709?v=pdf; UN General Assembly Resolution on the Promotion and Protection of Human Right in the Context of Digital Technologies (19 December 2023), A/RES/78/213, available at https://digitallibrary.un.org/record/4032837?ln=en&v=pdf. For past resolutions, see PI’s Guide on International Law and Surveillance (December 2021), available at https://privacyinternational.org/report/4780/pis-guide-international-law-and-surveillance ]  [5:  UN General Assembly Resolution on the Promotion and Protection of Human Right in the Context of Digital Technologies (19 December 2023), A/RES/78/213, available at https://digitallibrary.un.org/record/4032837?ln=en&v=pdf] 

The UN Human Rights Council equally has recognised that “measures for encryption [...] are important to ensure the enjoyment of human rights, in particular the rights to privacy, to freedom of opinion and expression and to freedom of peaceful assembly and association, and [...] that States must promote such measures and refrain from employing unlawful or arbitrary surveillance techniques, which may include forms of hacking and restrictions on accessing and using encryption technology”.[footnoteRef:6]   [6:  Resolution adopted by the Human Rights Council (12 October 2023), A/HRC/RES/54/21, available at https://undocs.org/Home/Mobile?FinalSymbol=A%2FHRC%2FRES%2F54%2F21. For past resolutions, see PI’s Guide on International Law and Surveillance (December 2021), available at https://privacyinternational.org/report/4780/pis-guide-international-law-and-surveillance ] 

In addition, UN independent experts and bodies have found that weakening of encryption does not meet the requirement of proportionality or necessity:
The UN High Commissioner for Human Rights noted in 2018 that weakening encryption “jeopardizes the privacy of all users and exposes them to unlawful interferences not only by States, but also by non-State actors, including criminal networks. Such a widespread and indiscriminate impact is not compatible with the principle of proportionality”,[footnoteRef:7] and more recently reiterated that “the impact of most encryption restrictions on the right to privacy and associated rights are disproportionate, often affecting not only the targeted individuals but the general population”.[footnoteRef:8] [7:  Report of the UN High Commissioner for Human Rights on the Right to Privacy in the Digital Age (3 August 2018), A/HRC/39/29, §20, available at https://www.ohchr.org/en/documents/thematic-reports/ahrc3929-right-privacy-digital-age-report-united-nations-high. See also Report of the UN High Commissioner for Human Rights on the Right to Privacy in the Digital Age (4 August 2022), A/HRC/51/17, §20ff, available at https://www.ohchr.org/en/documents/thematic-reports/ahrc5117-right-privacy-digital-age]  [8:  Report of the UN High Commissioner for Human Rights on the Right to Privacy in the Digital Age (4 August 2022), A/HRC/51/17, §25, available at https://www.ohchr.org/en/documents/thematic-reports/ahrc5117-right-privacy-digital-age] 

The UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression concluded that “the regulation of encryption often fails to meet freedom of expression standards in two leading respects. First, restrictions have generally not been shown to be necessary to meet a particular legitimate interest. This is especially the case given the breadth and depth of other tools, such as traditional policing and intelligence and transnational cooperation, that may already provide substantial information for specific law enforcement or other legitimate purposes. Second, they disproportionately impact the rights to freedom of opinion and expression enjoyed by targeted persons or the general population”.[footnoteRef:9]  [9:  Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression (22 May 2015), A/HRC/29/32, available at available at https://www.ohchr.org/en/documents/thematic-reports/ahrc5117-right-privacy-digital-age] 

In addition to being indiscriminate, proposals to undermine E2EE fail to meet the requirement of being strictly necessary in the sense that there are no other less intrusive means of obtaining the content sought. Again, the UN High Commissioner has found that “[g]overnments seeking to limit encryption have often failed to show that the restrictions they would impose are necessary to meet a particular legitimate interest, given the availability of various other tools and approaches that provide the information needed for specific law enforcement or other legitimate purposes”.[footnoteRef:10] Breaking E2EE, with its general and indiscriminate impact, does not appear to be the least intrusive option in such circumstances.  [10:  Report of the United Nations High Commissioner for Human Rights on the Right to Privacy in the Digital Age (4 August 2022), A/HRC/51/17, §24, available at https://www.ohchr.org/en/documents/thematic-reports/ahrc5117-right-privacy-digital-age] 

European Court of Human rights on encryption: Podchasov v Russia
Similar conclusions were reached by the European Court of Human Rights in the case of Podchasov v Russia.[footnoteRef:11] The case concerned a request by the Russian Federal Security Service (FSB) for Telegram to provide access to, and decryption keys for, the communications data and content of messages for six users.  [11:  Application no. 33696/19, available at https://hudoc.echr.coe.int/eng/#{%22itemid%22:[%22001-230854%22]} ] 

The Court found that tools that create backdoors into E2EE can violate people’s right to private life and that a requirement to decrypt encrypted communication is not necessary in a democratic society. The Court emphasised that technical or regulatory measures that undermine, break, or provide a ‘backdoor’ into encryption are problematic because, even if targeted at only particular users, they undermine the effectiveness of encryption for everyone.  
PI draws particular attention to the following aspects of the judgment: 
a) The ECtHR cites and relies on a range of international and EU materials, including the 2022 Report on the right to privacy in the digital age by the Office of the United Nations High Commissioner for Human Rights (A/HRC/51/17), who found that “as pointed out by the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, regulation of encryption risks undermining human rights.” (para 28).  
b) The Court further concluded that decryption orders undermine the entire system of E2EE. Targeting one person affects everyone. Allowing the possibility of a backdoor allows for “routine, general and indiscriminate surveillance” (para 77) and as such “in order to enable decryption of communications protected by end-to-end encryption … it would be necessary to weaken encryption for all users” (para 77, see also para 57). 
c) It ruled that E2EE helps protect rights and guard against abuses such as hacking (para 76). Without E2EE, the security of the internet as a whole would no longer be assured, and “the protection afforded by Article 8 of the Convention would be unacceptably weakened if the use of modern technologies in the criminal-justice system were allowed at any cost and without carefully balancing the potential benefits of the extensive use of such technologies against important private-life interests” (para 63); and that
d) There are alternative viable solutions for law-enforcement and security agencies (para 78). 
This judgment is binding for Russia and represents binding precedent on all 46 members of the Council of Europe. Furthermore, it demonstrates what a careful consideration of the right to privacy demands with respect to E2EE.
Conclusion
Technical or regulatory measures that break, undermine or provide ‘backdoors’ to E2EE, even when in pursue of a legitimate aim, such as preventing and investigating child sexual exploitation, are likely to violate everyone’s right to privacy. This is because of the inherent mathematical design properties of E2EE. 
For the reasons outlined in this submission, PI recommends that the Special Rapporteur underlines the importance of E2EE to protect the human rights of children and does not include recommendations that may be interpreted to support measures that would limit or weaken E2EE, such as the imposition of requirements for mandatory general client-side scanning.
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