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Addressing Child Exploitation Risks in Online Gaming Platforms and Mandatory Use of Mobile Apps in Childcare and Education Settings

Introduction

As the Founder of Safe on Social Media Pty Ltd, I, Kirra Pendergast, am writing to bring to your attention two critical issues related to child exploitation: the prevalence of child grooming and sexual abuse on online gaming platforms, particularly Roblox, and the privacy and security risks associated with the mandatory use of mobile applications (Apps) in childcare centres and schools. The internet has created new opportunities for predators to target children, and it is crucial that we address these issues to protect our children from harm.


Child Grooming and Sexual Abuse on Roblox
Roblox, a popular online gaming platform, has become a breeding ground for predators to target and exploit children. Predators use various tactics to lure children, such as offering them in-game currency (Robux) in exchange for sexual acts, engaging in role-play games that involve sexual activity, and moving conversations to other platforms like TikTok, where they can groom, sextort, and threaten children through video messaging.

In May 2022, I spoke at a school where an 11-year-old girl disclosed a disturbing incident. She graphically described a sexual assault on her in-game character on Roblox, repeatedly saying, "it happened to me." Children no longer distinguish between online and offline worlds; to them, it is simply life. The Principal and I decided to treat this as a mandatory report, despite it occurring online. The Principal notified the parents and authorities, but the outcome remains unknown.

To combat this problem, law enforcement must have the necessary resources and expertise to identify and apprehend these predators. Collaboration with companies operating online gaming platforms like Roblox is essential to identify and report suspected abuse. Additionally, investment in advanced technologies and training is needed to track and analyze online activity, particularly on social media and messaging apps where predators often move their activities.

Privacy and Security Risks Associated with Mandatory Use of Apps in Childcare and Education

Another pressing issue is the privacy and security risks associated with the mandatory use of Apps in childcare centres and schools. While these Apps can be convenient for parent-educator communication and information sharing, they can also pose significant risks to children's privacy and security. It is crucial to address the fact that childcare centres, schools, after-school care, and after-school activity providers (such as dance and gym classes) cannot mandate the use of these apps or guilt parents into using them.

When parents or guardians sign up for the service provider's App on behalf of their child, they are often told that their child will miss out if they don't comply. By doing so, they are unknowingly contributing to the creation and building of their child's digital footprint, over which the child has no control. Sensitive information, including medical records, is also entered into the App, which third parties can access if the App's security measures are inadequate.

Many apps allow users to invite "family" to view the child's journal, which may include other children if they are featured in the child's account. This means that someone else, whom the parent or guardian has not consented to, may be seeing not only their child but also the child they have permission to view. This can be a significant security issue when someone who may be a predator is invited to view these photographs of children going about their day at daycare, primary school, after-school care, and after-school activities.

It is important to remember that predators are not necessarily looking for photos of naked children; they are simply looking for children.

Permission to Publish forms for children used to offer a choice. If a parent opted out, they would be emailed the photo or given a printed copy. However, Safe on Social has recently been contacted by an increasing number of parents who feel discriminated against. For example, one parent was upset that she had to pull her child from an early childhood after-school activity because she didn't agree to photos of her child being published online. She had escaped domestic violence and did not want pictures of her child online. She was told that her child could not participate if they could not be photographed and published on the business's social media pages. This must stop.

These Applications and the mandating of their use take away control from parents who cannot make informed decisions about how their data and their children's data are being used.

Key Questions to Ask
When considering the use of Apps in childcare and education settings, parents and guardians should ask the following questions:

1. Is the App paid for by the service provider, or are they using a free version? (Remember, if something is free to use, your data becomes the product. If it is paid for by the parent, the use of the data may have further protection by the Australian Information Commissioners Office.)

2. Who has access to the App and its data? Where is it stored, and can it be deleted if you or your child want it all deleted in the future?

3. How are the people accessing your and your child's data vetted?

4. Are the photos able to be saved/screenshots?

5. Is there a Social Media Policy in place that advises parents not to share photos from within the App on their personal Facebook pages if other children are in the image?

6. Does the service provider have a way to email photos to the parents if they choose not to allow their child to be published on the service provider's Facebook/Instagram, and why?

7. If an opt-out is allowed, do they take photos and blur the child's face out of things they publish online or exclude them completely? (This way, a child can still feel included, and their parents can be emailed the photo, but if blurred out, they cannot be identified online.)

8. What happens to the photos and the data when a child leaves the service provider?

9. Can a parent ask for all data to be destroyed, and if so, how does that happen and when?

10. Is the use of the App mandatory? Is there another way you and your service provider can communicate and share information without using a third-party App?

Serious questions need to be asked about the legality of the compulsory use of these Apps. We also recommend that the government invest in ensuring that these Apps are secure and that parents and educators are adequately trained in their use.

Child exploitation is a serious issue that requires immediate attention and action. The prevalence of child grooming and sexual abuse on online gaming platforms like Roblox and the privacy and security risks associated with the mandatory use of Apps in childcare and education settings are two pressing concerns that must be addressed.

To combat child exploitation on online gaming platforms, law enforcement must have the necessary resources and expertise to identify and apprehend predators. Collaboration with platform operators and investment in advanced technologies and training are essential to track and analyze online activity.

Regarding the mandatory use of Apps in childcare and education settings, it is crucial to ensure that these Apps are secure and that parents and educators are adequately trained in their use. Parents and guardians must be empowered to make informed decisions about their children's data and privacy, and service providers must offer alternatives for those who choose not to use these Apps.

We urge the government and relevant authorities to take immediate action to address these issues and protect our children from harm. By working together, we can create a safer online environment for our children and ensure that their privacy and security are not compromised in the name of convenience.

Thank you for your attention to these matters.

Sincerely,
Kirra Pendergast
Founder, Safe on Social Media Pty Ltd and The Online Safety Agency Pty Ltd
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