ShuUNODC’s input to the Report of the Special Rapporteur on the sale and sexual exploitation of children on “Existing and Emerging Sexually Exploitative Practices against Children in the Digital Environment”

The United Nations Office on Drugs and Crime (UNODC) is pleased to submit to the attention of the Special Rapporteur on the sale and sexual exploitation of children, Ms. Mama Fatima Singhateh, the present contribution, which provides information on how technologies are being used to facilitate the sexual exploitation and abuse of children, as well as recommendations to prevent this serious form of violence against children. 

General Remarks 

The UN General Assembly has mandated UNODC to support Member States in their efforts to end violence against children in the field of crime prevention and criminal justice[footnoteRef:2].  Supporting Member States in preventing and responding to child sexual exploitation and abuse online and offline has been a key focus of UNODC’s work,[footnoteRef:3]  in line with their requests[footnoteRef:4].  [2:  General Assembly Resolution A/RES/69/194 of 18 December 2014.]  [3:  The United Nations Model Strategies and Practical Measures on the Elimination of Violence against Children in the Field of Crime Prevention and Criminal Justice have recognized the serious nature of “committing sexual violence against a child, including sexual abuse, sexual exploitation and sexual harassment through or facilitated by the use of new information technologies, including the Internet” and highlighted the need to criminalize these conducts. See: General Assembly Resolution A/RES/69/194 of 18 December 2014, para. 11(c).]  [4:  In January 2023, the General Assembly adopted the resolution A/RES/77/233 on “strengthening national and international efforts, including with the private sector, to protect children from sexual exploitation and abuse”. This resolution negotiated and approved by the Commission on Crime Prevention and Criminal Justice (CCPCJ) in May 2022 was co-sponsored by Albania, Australia, Brazil, Dominican Republic, Ghana, Honduras, Mexico, Norway, Peru, Thailand and the United Kingdom.  It requested UNODC to assist Member States in their efforts to prevent and respond to child sexual exploitation and abuse.] 

The Office’s work is organized around three different, interconnected pillars of intervention: the normative function by providing support to Member States in both developing and implementing international and national legal instruments, such as the new Cybercrime Convention and the Trafficking in Persons Protocol[footnoteRef:5]; the research function, which focuses on the collection and analysis of evidence in the area of drug and crime; and the provision of technical assistance, including by supporting States in strengthening their capacities to address the challenges related to the protection of children from child sexual exploitation and abuse.  [5:  Protocol to Prevent, Suppress and Punish Trafficking in Persons, Especially Women and Children, supplementing the United Nations Convention against Transnational Organized Crime. ] 

In November 2023, UNODC and the Office of the Special Representative of the Secretary-General on Violence Against Children (OSRSG-VAC) officially launched a joint ‘Strategy to End Violence Against Children 2023-2030’[footnoteRef:6]. This provides direction and priorities for UNODC and the OSRSG-VAC to support Member States in ending serious forms of violence against children and in mainstreaming child rights into broader development, rule of law, humanitarian and security reform efforts. The Strategy recognizes four priority contexts where children are often exposed to crime and violence, including cyberspace, where children can be, and often are, victims of certain types of cyber-enabled and cyber-dependent crimes, including online harassment, child trafficking and child sexual exploitation and abuse, and can be recruited for criminal purposes.  [6:  Available at: https://www.unodc.org/documents/justice-and-prison-reform/endVAC/Strategy_to_End_Violent_Against_Children.pdf ] 


1. Please provide information on how technologies are used to facilitate the sexual exploitation and abuse of children.

As highlighted in the Joint Statement of the Inter-Agency Coordination Group against Trafficking in Persons (ICAT) on the ‘Use and abuse of technology’[footnoteRef:7], one in three detected trafficking victims globally is a child, and one in five girls and one in 13 boys are reportedly sexually exploited or abused before reaching the age of 18. Due to the COVID-19 pandemic lockdowns globally, a larger number of children were introduced to digital platforms and experienced extended periods of screen time and unsupervised Internet access, which increased the risk of children being exposed to technology-facilitated child sexual exploitation and abuse[footnoteRef:8].  [7:  ICAT calls on States to harness the opportunities presented by technology to counter trafficking in persons “Use and abuse of technology”, 2022. Available at: icat_statement_wdat_2022.pdf (un.org)]  [8:  Idem. ] 

Information and communication technologies (ICT) can be used to violate child rights and victimize children in various ways. The dissemination and production of online Child Sexual Abuse Material (CSAM) worldwide has increased exponentially. In 2021, the National Center for Missing & Exploited Children’s CyberTipline[footnoteRef:9] received 29.3 million reports of suspected child sexual exploitation, an increase of 35% compared to 2020[footnoteRef:10]. However, these figures are just the tip of the iceberg since they only reflect cases reported by the public and US-based technology companies. Considering that the majority of CSAM is on the darknet and might also take place on platforms of non-US-based companies, numbers are likely to be higher. [9:  NCMEC is a non-profit corporation whose mission is to help find missing children, reduce child sexual exploitation, and prevent child victimization. NCMEC’s CyberTipline is the United States’ centralized reporting system for the online exploitation of children. More information: https://www.missingkids.org/footer/about]  [10:  More information is available at: https://www.missingkids.org/content/dam/missingkids/pdfs/2021-CyberTipline-Report.pdf ] 

Current trends in misusing ITC for the exploitation of children include the use of darknets, peer-to-peer networks and encryption tools, which are being misused by criminals to diffuse attribution and hinder the traceability of criminal actions throughout cyberspace on a regular basis. In addition, artificial intelligence tools can be misused to produce CSAM and enable the grooming of children, sextortion[footnoteRef:11] and online enticement. Internet Watch Foundation’s (IWF) research[footnoteRef:12] on how AI is increasingly being used to create child sexual abuse imagery online found that AI-generated CSAM has increased the potential for the re-victimization of known child sexual abuse victims, as well as for the victimization of other targeted children, such as famous children and children known to perpetrators. It also found that AI-generated CSAM offers another route for perpetrators to profit from child sexual abuse. In addition, the report pointed to the legal issues arising from this type of generated context, as in many countries, creating and distributing guides to using AI to generate CSAM may not be criminalized.  [11:  Sextortion is also a worrying phenomenon on the rise globally. It describes a form of online exploitation where individuals, often using blackmailing, manipulate their victims into providing additional sexual content from a child, engaging in sexual activity, or even extorting them to make payments to avoid public exposure. In 2023, NCMEC’s CyberTipline received over 186,819 reports of online enticement, the category that includes sextortion. Between 2021 and 2023, the number of online enticement reports has increased by 323%. More information is available at: https://www.missingkids.org/netsmartz/topics/sextortion  ]  [12:  IWF (2023). Report 2023. How AI is being abused to create child sexual abuse imagery. Available at: https://www.iwf.org.uk/about-us/why-we-exist/our-research/how-ai-is-being-abused-to-create-child-sexual-abuse-imagery/.] 

CSAM might also be accompanied by other forms of violence against children or linked to other crimes, such as organized crime and trafficking in persons. However, it is a distinct phenomenon where ICT plays a crucial role and where physical contact with children is not necessary, nor is the removal of children from their safe environments. In the case of trafficking in persons, ICT is commonly used for victim profiling and recruitment in trafficking for sexual exploitation, including the sexual exploitation of children. The increased use of the Internet, particularly social media, by children has exposed them to recruitment tactics on platforms such as online video gaming sites. Traffickers also frequently deploy the insidious "lover boy" method, grooming and luring underage victims into sexual exploitation by feigning romantic interest[footnoteRef:13]. [13:  CTOC/COP/WG.4/2021/2, p. 6, number 15. Available at: https://www.unodc.org/documents/treaties/WG_TiP_2021/CTOC_COP_WG.4_2021_2/ctoc_cop_wg.4_2021_2_E.pdf ] 

Online child sexual abuse and exploitation is a cyber-dependant criminal phenomenon that is actionable both at national and international levels. According to international law, Member States have the obligation to criminalize child sexual exploitation and abuse, pursue concrete efforts to prevent and respond to it and ensure that child victims have access to justice, including child- and gender-sensitive services, to ensure their rehabilitation and reintegration.  In certain jurisdictions, criminal action falls under the framework of trafficking in persons, which in some cases might not consider the full spectrum of the crime and modus operandi of the criminals nor provide adequate support to victims. 
UNODC has developed a dedicated set of actions within the joint UNODC- OSRSG Strategy to End Violence Against Children to address the needs of children in cyberspace. These include creating specialized knowledge on the risks of online crime and violence against children; empowering communities and children to act as agents for their own protection; encouraging public-private partnerships supporting the prevention of and responses to online child exploitation and abuse; strengthening global and national normative frameworks to increase the protection of children from cyber-enabled and cyber-dependent crime; and supporting policy development in intergovernmental fora. 

2. What are the challenges that exist in the use of these digital technologies, products or services, that inhibit the work of law enforcement across jurisdictions in their work to investigate, detect, remove child sexual abuse materials online and prosecute these crimes?

[bookmark: _Hlk166573279]The lack of accountability frameworks for the private sector’s services and tools and the absence of universal standards capturing the nature of online child sexual exploitation and abuse are among the main challenges that inhibit tackling this phenomenon worldwide. Current international frameworks, such as the Optional Protocol to the Convention on the Rights of the Child on the sale of children, child prostitution and child pornography[footnoteRef:14] and the International Labour Organization’s Convention No. 182 on the Worst Forms of Child Labour[footnoteRef:15] are outdated in terminology and scope, lack specificities and do not address the cooperation needs of this criminal phenomenon, which affects many jurisdictions simultaneously and involves private and public sectors.  [14:  Available at: https://www.ohchr.org/en/instruments-mechanisms/instruments/optional-protocol-convention-rights-child-sale-children-child ]  [15:  Available at: https://webapps.ilo.org/dyn/normlex/en/f?p=NORMLEXPUB:12100:0::NO::P12100_ILO_CODE:C182 ] 


Moreover, the use of encrypted services by criminals to operate across borders hinders efforts to detect and prosecute technology-facilitated child sexual exploitation and abuse as well as trafficking. ICTs currently offer an array of anonymity tools and environments where attribution and jurisdiction are challenging to establish. This is the case with darknet and end-to-end encryption tools. 

3. What practical recommendations would you propose for States, the technology industry and online service providers to prevent the sexual exploitation and abuse of children in the digital environment?

When it comes to the prevention of online child sexual exploitation and abuse, first, regulatory frameworks related to crime and technology development need to be established. On the crime aspect, there is a need to develop universal standards that fully address online child sexual exploitation and abuse. The current draft of the Ad Hoc Committee to Elaborate a Comprehensive International Convention on Countering the Use of Information and Communication Technologies for Criminal Purposes is already working in this direction[footnoteRef:16]. Regarding technology development, accountability frameworks need to be developed to establish an environment of safety by design for children's rights. Self-regulation of the private sector has proved to be a failure for the protection and respect of child rights in cyberspace. Accountability frameworks must include the interlinkages of industry, consumption, data protection and communication rules to be effective.  [16:  UN Doc. A/AC.291/22/Rev.2, v2400744.pdf (un.org)] 

States should develop strong regulatory frameworks and oversight to mitigate human rights risks associated with online child sexual exploitation and abuse. Concrete actions that governments could pursue include adopting safety measures such as age and consent verification of persons involved in explicit videos on common platforms and age verification of their viewers, as well as easier procedures for content removal when harmful and illicit material is detected[footnoteRef:17].  [17:  See E/CN.15/2022/6 “Thematic discussion on strengthening the use of digital evidence in criminal justice and countering cybercrime, including the abuse and exploitation of minors in illegal activities with the use of the Internet”.] 

Secondary prevention measures may include enhancing the ability and capacity of the criminal justice system to respond to online child abuse and exploitation. This entails establishing effective detection and reporting mechanisms; offering effective protection to child victims of violence; ensuring the investigation and prosecution of incidents of violence against children and improving criminal proceedings; enhancing cooperation among various sectors; ensuring that sentencing reflects the serious nature of violence against children; and strengthening the capacity and training of professionals[footnoteRef:18]. Current reporting mechanisms of CSAM, for example, are delegated to civil society. State authorities should take more responsibility in establishing additional reporting mechanisms and strengthen their link to operational action. Engagement with civil society organizations is crucial to that end.  [18:  E/CN.15/2022/6 “Thematic discussion on strengthening the use of digital evidence in criminal justice and countering cybercrime, including the abuse and exploitation of minors in illegal activities with the use of the Internet”.] 

In terms of online child sexual exploitation and abuse, illegal content removal as part of the criminal justice response is still pending. Specific measures may include the identification and removal of content by involving private entities, such as communication service providers, and the establishment of protocols with technology companies and online platforms so that unlawful content is not deleted by communication service providers but is instead forwarded to law enforcement agencies for investigation and prosecution[footnoteRef:19]. Another important step would be to adapt current criminal legislation and procedures in order to admit digital or electronic material as evidence in court, which may range from photographs or videos of online sexual exploitation to digital footprints of trafficking activity, such as payments made by traffickers for online advertising for the services provided through trafficking and exploitation.[footnoteRef:20] Private-public partnerships also need to be strengthened to ensure further accountability of platforms hosting illegal content[footnoteRef:21]. [19:  Idem. ]  [20:  UNODC, Exploitation and Abuse: the Scale and Scope of Human Trafficking in South Eastern Europe, 2022, p.61. Available at: https://www.unodc.org/documents/human-trafficking/Exploitation_and_Abuse.pdf  ]  [21:  See Resolution A/RES/77/233 on “strengthening national and international efforts, including with the private sector, to protect children from sexual exploitation and abuse”.] 

These actions can be complemented by advocacy and awareness-raising initiatives, including specialized capacity-building of all relevant actors involved in the detection and removal of online content as well as awareness-raising and educational initiatives addressed to children themselves, in order to empower them to act as agents of change for their own protection[footnoteRef:22].   [22:  See E/CN.15/2022/6 “Thematic discussion on strengthening the use of digital evidence in criminal justice and countering cybercrime, including the abuse and exploitation of minors in illegal activities with the use of the Internet”.] 


Furthermore, the Call to Action Statement for Removing child sexual exploitation and abuse materials[footnoteRef:23], which has been signed by 73 Member States following the comprehensive Expert Group Meeting (EGM) on the Removal of CSAM from the Internet co-hosted by UNODC and the UK in June 2023[footnoteRef:24], underscores: [23:  Available at: https://www.gov.uk/government/news/call-to-action-removing-child-sexual-exploitation-and-abuse-materials ]  [24:  See also UNODC Background Paper, Towards Zero, An Initiative to Reduce the Availability of Child Sexual Abuse Material on the Internet, EGM, 26-27 June 2023. Available at: EGM_CSAM_Removal_Background_Paper.pdf (unodc.org)] 

i. The urgent need for action by governments, internet service providers and access providers, and other actors, to protect children from online sexual exploitation and abuse, and to facilitate a dialogue between the different entities and sectors required for an effective response.
ii. The need for common data sets, for or among competent authorities, of known child sexual abuse materials, such as the INTERPOL International Child Sexual Exploitation database, for the purpose of detecting, reporting and removing materials, including images and videos of child sexual exploitation and abuse.
iii. The need to increase public awareness of the serious nature of child sexual exploitation and child sexual abuse materials, how such materials constitute sexual offences against children and how the production, distribution and consumption of such materials put more children at risk of sexual exploitation and abuse, including by normalizing the conduct depicted in such materials and fuelling the demand for such materials.

The 2022 Joint Statement of ICAT on the ‘Use and abuse of technology’[footnoteRef:25] also encourages States to: [25:  See: ICAT calls on States to harness the opportunities presented by technology to counter trafficking in persons “Use and abuse of technology”, 2022. Available at: icat_statement_wdat_2022.pdf (un.org)  ] 

· Ensure a victim and survivor-centred, gender and child-sensitive, trauma-informed approach to the fight against technology-facilitated trafficking in persons and protection of its victims.
· Ensure that data protection standards are respected and regularly assess the ethical and rights implications of using technological solutions to fight trafficking in persons, including in relation to child sexual abuse and exploitation.
· Involve survivors of trafficking in developing responses and solutions reflecting on their expertise in situations of technology-facilitated trafficking in persons, and actively involve survivors and those at risk, including children and youth, in the development of technology solutions to address trafficking in persons.
· Train judiciary and law enforcement personnel in conducting child and victim-friendly online investigations on trafficking in persons, and collecting digital evidence admissible in courts, while respecting the right to privacy.

Similar recommendations have been made in the context of the Working Group on Trafficking in Persons[footnoteRef:26] and ICAT’s Call for Accelerated Action by 2025 to Prevent and End Child Trafficking[footnoteRef:27]. [26:  See: CTOC/COP/WG.4/2023/5, p.3, Recommendation 9. Available at: https://www.unodc.org/documents/treaties/WG_TIP_2023/CTOC_COP_WG.4_2023_5/CTOC_COP_WG.4_2023_5_E.pdf.]  [27:  Available at: https://icat.un.org/sites/g/files/tmzbdl461/files/publications/call_to_action_on_child_trafficking_7.pdf ] 

