Response to the Report of the UN Special Rapporteur on the independence of judges and lawyers

Pauline McBride[footnoteRef:1] [1:  Dr McBride is a Scottish solicitor, a postdoctoral researcher, and a member of the Technology Committee of the Law Society of Scotland. This response is submitted in a personal capacity and may not represent the views of any of the organisations with which she is affiliated.] 



As the Special Rapporteur affirms in her report, an independent judiciary and legal profession are essential if each is to be able to perform its role in protecting rights, contributing to just outcomes, and holding powerful actors to account. Challenges to and attacks on the independence of judges and lawyers are a cause for concern.

The inability of many to secure justice through law is also a source of concern.  The problems highlighted in the report including modern slavery, statelessness, high levels of insecurity and lack of legal identity, are grave problems which ought to be remedied. It is important to address how these problems may be remedied while preserving the independence of the judiciary and the legal profession. 

Closing the justice gap

The Special Rapporteur advocates ‘closing the justice gap’ by ‘expanding the legal ecosystem’, that is, expanding those categories of persons who may provide services normally falling within the practice of law. The Special Rapporteur advocates greater recognition of the contribution of community-based justice workers and collaboration between lawyers and such workers. Persons other than lawyers have an important role in rights advocacy and assisting legal subjects to secure just outcomes. At the same time it is reassuring to note that the Special Rapporteur recognises that: 

Any expansion of the formal legal system must be carried out carefully, while fully recognizing and protecting the special role of lawyers in the legal system.

A careful expansion, it is suggested, must take into account:

1. the access to justice needs of individual jurisdictions, 
2. which of the many barriers to justice identified in the report might be tackled or removed through an expanded legal ecosystem, 
3. why current legal ecosystems are inadequate to tackle those barriers,[footnoteRef:2] [2:  The Special Rapporteur briefly addresses this issue at paragraph 61 of her report.  Margaret Satterthwaite, ‘A/HRC/53/31: Reimagining Justice: Confronting Contemporary Challenges to the Independence of Judges and Lawyers - Report of the Special Rapporteur on the Independence of Judges and Lawyers’ (OHCHR) 16 <https://www.ohchr.org/en/documents/thematic-reports/ahrc5331-reimagining-justice-confronting-contemporary-challenges> accessed 7 November 2023.] 

4. what other measures or approaches might assist in tackling those barriers,  
5. the regulatory framework for legal services which applies in individual jurisdictions, 
6. how the regulatory framework for lawyers simultaneously protects clients and imposes restrictions on the commercial activities of lawyers, 
7. the relevant market for regulated and unregulated legal services, 
8. whether, in an expanded legal ecosystem, regulated and unregulated providers are likely to find themselves in competition,[footnoteRef:3] [3:  Denkla maintains that ‘it is evident that society should insulate lawyers from competition in order to preserve lawyer codes upon the condition that "the net social value of such constraints more than offsets the costs imposed by the resulting lawyers' monopoly."' Derek A Denckla, ‘Nonlawyers and the Unauthorized Practice of Law: An Overview of the Legal and Ethical Parameters’ (1999) 67 Fordham L Rev 2581, 2598 (citation omitted).] 

9. how and by whom ‘community-based justice workers’ are typically employed or funded, 
10. the political or ideological commitments, if any, of those organisations by whom ‘community-based justice workers’ are typically employed or funded, 
11. whether, and if so how ‘community-based justice workers’ should be regulated (with regard, for example, to integrity, competence, absence of conflict of interest, confidentiality, commitment to the rule of law),
12. which legal activities should be reserved to lawyers,
13. the circumstances in which it is desirable that legal professional privilege should apply to giving and obtaining advice on legal matters,
14. the significance of legal professional privilege for the independence of the profession.

These questions, it is suggested, are relevant in assessing the extent to which changes to the legal ecosystem may either enhance or inadvertently erode the independence of lawyers or that of the expanded legal ecosystem advocated by the Special Rapporteur. While there is considerable merit in a people-centred approach to the analysis of justice gaps across jurisdictions, any assessment of solutions to those gaps must also take into account the wider ecosystem of law, legal practice, legal institutions, regulatory frameworks, and the market for legal services.[footnoteRef:4] It is also important that the Special Rapporteur clearly define which persons or organisations may be regarded as community-based justice workers.  [4:  We note that the World Justice Project acknowledges the limitations of an assessment based on a people-centred approach. World Justice Project, ‘Measuring the Justice Gap: A People-Centered Justice Assessment of Unmet Justice Needs Around the World’ 11, 12 <https://worldjusticeproject.org/our-work/research-and-data/access-justice/measuring-justice-gap> accessed 30 December 2023.] 


Measuring the justice gap

The Special Rapporteur’s estimate of the number of persons affected by justice gaps is based on the conceptual and measurement framework adopted in the World Justice Project report, ‘Measuring the Justice Gap: A People-Centered Justice Assessment of Unmet Justice Needs Around the World’.[footnoteRef:5] In the interests of transparency the World Justice Project should publish the datasets, algorithms and code (if any) used in their analysis to allow others to evaluate the framework.  [5:  World Justice Project (n 3).] 


The impacts of AI on judicial independence

The Special Rapporteur’s concerns about AI increasingly moving into judicial decision-making spaces are well-founded. The following concerns may be highlighted:

1. There is a risk that the AI will influence final judgments where it is used to generate drafts of judicial decisions. The risk of automation bias is well-documented.[footnoteRef:6] [6:  Kate Goddard, Abdul Roudsari and Jeremy C Wyatt, ‘Automation Bias: A Systematic Review of Frequency, Effect Mediators, and Mitigators’ (2012) 19 Journal of the American Medical Informatics Association: JAMIA 121; Giulia Gentile, ‘LawGPT? How AI Is Reshaping the Legal Profession’ (Impact of Social Sciences, 8 June 2023) <https://blogs.lse.ac.uk/impactofsocialsciences/2023/06/08/lawgpt-how-ai-is-reshaping-the-legal-profession/> accessed 7 November 2023.] 

2. Senior members of the judiciary in some jurisdictions are prepared to endorse the use of AI to make decisions in (at first, very minor) decisions.[footnoteRef:7] Such preparedness to delegate aspects of judicial decision-making to machines is concerning.[footnoteRef:8]  [7:  Sir Geoffrey Vos, ‘Speech by the Master of the Rolls to the Law Society of Scotland’ (Courts and Tribunals Judiciary, 14 June 2023) <https://www.judiciary.uk/speech-by-the-master-of-the-rolls-to-the-law-society-of-scotland/> accessed 12 November 2023.]  [8:  See Ian R Kerr and Carissima Mathen, ‘Chief Justice John Roberts Is a Robot’ (1 April 2014) <https://papers.ssrn.com/abstract=3395885> accessed 5 November 2023; David Golumbia, ‘Judging Like a Machine’ in David M Berry and Michael Dieter (eds), Postdigital Aesthetics: Art, Computation and Design (Palgrave Macmillan UK 2015) <https://doi.org/10.1057/9781137437204_10> accessed 28 January 2024; Floris Bex and Henry Prakken, ‘On the Relevance of Algorithmic Decision Predictors for Judicial Decision Making’, Proceedings of the Eighteenth International Conference on Artificial Intelligence and Law (Association for Computing Machinery 2021) <https://doi.org/10.1145/3462757.3466069> accessed 27 January 2024; John Tasioulas, ‘The Rule of Algorithm and the Rule of Law’ (7 January 2023) <https://papers.ssrn.com/abstract=4319969> accessed 24 October 2023; Pauline McBride, ‘The Impact of data-driven legal technologies’ in Pauline McBride and Laurence Diver, ‘Research Study on Computational Law (Brussels 2024), Funded by the ERC Advanced Grant “Counting as a Human Being in the Era of Computational Law” (COHUBICOL) by the European Research Council (ERC) under the HORIZON2020 Excellence of Science Program ERC-2017-ADG No 788734 (2019-2024)’ <https://publications.cohubicol.com/assets/uploads/cohubicol-research-study-on-computational-law-final.pdf>.] 

3. AI systems can only be trained on past data and have no access to world knowledge beyond their training data. Use of AI for decision-making in law therefore risks ‘freezing the future’ and ‘scaling the past’.[footnoteRef:9]  [9:  Mireille Hildebrandt, ‘Addressing the Modern Shamanism of Predictive Inferences’ (Technology Law, 27 November 2023) <https://cyber.jotwell.com/addressing-the-modern-shamanism-of-predictive-inferences/> accessed 27 January 2024.] 

4. Decisions about the use of AI in the context of judicial processes must be based on a sound understanding of the capabilities and limitations of these systems. The outputs of AI are grounded in statistic correlations rather than legal reasoning. AI has no conception of the world, no language understanding, no ability to reason, analogise or empathise. It is relevant to consider in what sense legal subjects could be said to obtain a legal remedy, legal protection, a decision underpinned by legal reasoning or access to justice if judicial decision-making is delegated to AI.
5. Lack of technical knowledge, hype and flawed approaches to evaluation may contribute to the deployment of AI in tasks for which it is unsuited. For example, in spite of considerable hype about the use of AI for prediction of judgment, most such systems do not carry out prediction (in the sense of predicting a future judgment) at all.[footnoteRef:10]  [10:  Masha Medvedeva, Identification, Categorisation and Forecasting of Court Decisions (University of Groningen 2022); Masha Medvedeva, Martijn Wieling and Michel Vols, ‘Rethinking the Field of Automatic Prediction of Court Decisions’ (2023) 31 Artificial Intelligence and Law 195; Masha Medvedeva and Pauline McBride, ‘Legal Judgment Prediction: If You Are Going to Do It, Do It Right’ in Daniel Preotiuc-Pietro and others (eds), Proceedings of the Natural Legal Language Processing Workshop 2023 (Association for Computational Linguistics 2023) <https://aclanthology.org/2023.nllp-1.9> accessed 7 December 2023.] 

6. The independence of the judiciary may be compromised by use of AI in the context of judicial decision-making. Papagianneas notes the argument that ‘by trying to achieve consistency through technology, the judicial system risks surrendering its power, shifting the nexus of decision-making power to the algorithms behind the smart systems.’[footnoteRef:11] Yet the use of such technology may also – and perhaps more importantly  –  entail a shift in power to the developers and providers of AI systems including multi-national corporations such as Thomson Reuters (Westlaw), RELX (Lexis Nexis) or Wolters Kluwer which already dominate the market for commercial legal research software. In general the use of technology by state actors to ensure consistency in judicial decision making should be viewed with suspicion.  [11:  Straton Papagianneas, ‘Towards Smarter and Fairer Justice? A Review of the Chinese Scholarship on Building Smart Courts and Automating Justice’ (2022) 51 Journal of Current Chinese Affairs 327, 336.] 
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